Transmission of vertical soil stress under agricultural tyres: Comparing measurements with simulations
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A B S T R A C T

The transmission of stress induced by agricultural machinery within an agricultural soil is typically modelled on the basis of the theory of stress transmission in elastic media, usually in the semi-empirical form that includes the “concentration factor” ($\nu$). The aim of this paper was to measure and simulate soil stress under defined loads. Stress in the soil profile at 0.3, 0.5 and 0.7 m depth was measured during wheeling at a water content close to field capacity on five soils (13–66% clay). Stress transmission was then simulated with a semi-analytical model, using vertical stress at 0.1 m depth estimated from tyre characteristics as the upper boundary condition, and $\nu$ was obtained at minimum deviation between measurements and simulations. For the five soils, we obtained an average $\nu$ of 3.5 (for stress transmitting from 0.1 to 0.7 m depth). This was only slightly different from $\nu = 3$ for which the elasticity theory-based classical solution of Boussinesq (1885) is satisfied. We noted that the estimated $\nu$ was strongly dependent on (i) the reliability of stress measurements, and (ii) the upper stress boundary condition used for simulations. Finite element simulations indicated that the transmission of vertical stresses in a layered soil is not appreciably different from that seen in a homogeneous soil unless very high differences in soil stiffness are considered. Our results highlight the importance of accurate stress readings and realistic upper model boundary conditions, and suggest that the actual stress transmission could be well predicted according to the theory of elasticity for the conditions investigated.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The transmission of stress within a soil due to agricultural machinery is of major importance since the soil can undergo deformation due to stress, resulting in changes in the soil functions. A knowledge of stress transmission is needed, among others, for two purposes: first, in order to understand the relationships between cause (soil stress due to mechanical loading) and effect (changes in soil pore functioning); and second, to develop predictive models and decision support tools that can help land users prevent soil compaction.

Stress transmission in agricultural soil is typically modelled in relation to the problem of the normal loading of the surface of a homogeneous isotropic elastic halfspace by a concentrated normal force $P$, for which the analytical solution was obtained by Boussinesq (1885). The vertical normal stress distribution within the soil mass is given by:

$$\sigma_z = \frac{3P}{2\pi r^2}$$  \hspace{1cm} (1)

where $\sigma_z$ is the simulated vertical soil stress, $r = (x^2 + y^2 + z^2)^{1/2}$ is the distance from the point of action of the point load $P$ to the desired location $(x, y, z)$. In this paper, we shall deal only with vertical stresses, and therefore, only the equations for vertical stresses are presented. In agricultural soil mechanics the equation by Fröhlich (1934) is most often used, which allows alteration to the decay pattern of the vertical stress due to Boussinesq’s solution.
through the introduction of a "concentration factor":
\[
\hat{\sigma}_z = \frac{\nu p}{\sum_{i=0}^{i=n} \frac{Z_i^2}{P_i^{1.5}}}
\]

(2)

where \( \nu \) is the concentration factor (Fröhlich, 1934). For \( \nu = 3 \), Eq. (2) satisfies the solution based on the classical theory of elasticity (Boussinesq, 1885; Eq. (1)).

Stress transmission under agricultural vehicles is, however, not a point-load problem; instead, the load acts over an area (i.e. the tyre-soil or track-soil contact area). Linear elasticity allows superposition, and thus the stress at any depth, \( z \), due to distributed normal loading at the soil surface can be calculated as follows: the contact area is divided into \( i \) small elements that each have an area \( A_i \) and a normal stress, \( \sigma_i \), and carry a load \( P_i = \sigma_i A_i \), which is treated as a point load. Disregarding horizontal stresses in the contact area, \( \hat{\sigma}_z \) is then calculated as (Söhne, 1953):

\[
\hat{\sigma}_z = \sum_{i=n}^{i=0} (\hat{\sigma}_z)_i = \sum_{i=0}^{i=n} \frac{\nu P_i}{\sum_{i=0}^{i=n} \frac{Z_i^2}{P_i^{1.5}}}
\]

(3)

For a given surface load, \( \hat{\sigma}_z \) at depth \( z \) becomes a sole function of \( \nu \) (Eq. (3)).

The concentration factor was introduced because the rate of decay of the stress as predicted by the classical theory of elasticity (i.e., Eq. (1)) was found to be at variance with experimental observations of vertical stress distributions in soil (Söhne, 1953; Davis and Selvadurai, 1996). The discrepancy between the simulated and measured stress was ascribed to inaccurate model predictions, while measured stress values were assumed to be correct. However, measurements of stress in soil may be biased because embedded transducers do not read true stresses (Kirby, 1999; Berli et al., 2006a). Moreover, stress simulations, e.g. using Eq. (3), are sensitive to the stress boundary conditions at the surface (upper model boundary condition), i.e. the area over which the stress is applied and the distribution of the surface stresses (Keller and Lamandé, 2010).

The aim of this paper was to measure and simulate soil stress under defined loads. Measured stress was compared with simulated stress using Eq. (3), and the simulations obtained using Eq. (3) were also compared with finite element calculations. Moreover, the sensitivity of \( \nu \) (Eq. (3)) to (i) the upper model boundary condition and (ii) stress readings (stress transducer estimates of the soil stress) was investigated.

2. Materials and methods

2.1. Measurements of vertical soil stress

The experimental data of measured vertical soil stress from wheeled experiments performed on five soils (13–66% clay; Table 1) were used. All fields (Table 1) were conventionally tilled, including annual mouldboard ploughing to a depth of about 0.25 m. The experiments were carried out in autumn before primary tillage, or in spring (i.e. about half a year after primary tillage). Most experiments were performed with several wheel loads and/or tyre inflation pressures (Table 1). The driving speed was typically 2 m s\(^{-1}\). The wheeled experiments reported here were carried out at a soil water content close to field capacity (Keller and Arvidsson, 2007). During wheeled experiments, the vertical stress was measured by installing probes (Fig. 1a) into the soil horizontally from a dug pit (Arvidsson and Andersson, 1997; Keller and Arvidsson, 2004) as shown in Fig. 1b. The stress was measured at three different depths, namely 0.3, 0.5 and 0.7 m. In this study, we used vertical stress measured below the centre of the loaded area.

The transducers used in this study over-predicted the vertical stress by 10% (Lamandé et al., 2014). Therefore, the transducer readings were corrected before further analysis and the vertical soil stress was assumed to be equal to 0.9 times the transducer-estimated stress (Lamandé et al., 2014).

Some of the wheeled experiments have already been reported elsewhere (Arvidsson et al., 2002; Keller and Arvidsson, 2004; Arvidsson and Keller, 2007). In the present study, we collated these data and analyzed them with respect to the stress transmission.

![Fig. 1. (a) Probe (load cell and housing) used to measure vertical stress. (b) Experimental set-up for measurement of vertical stress at three depths. Source: from Keller and Arvidsson (2004).](image-url)
2.2. Simulation of vertical soil stress

We simulated the vertical soil stress using Eq. (3) for the given situations and employing SoilFlex (Keller et al., 2007). The upper model boundary condition (i.e. the tyre-soil contact) was not measured during all the experiments listed in Table 1, so it was estimated from the tyre and loading characteristics using the model given by Keller (2005) as incorporated in SoilFlex. Because the model by Keller (2005) was based on measurements at 0.1 m depth (i.e. close to but not exactly at the tyre-soil contact), we used estimates from this model as input to Eq. (3) at the 0.1 m depth. That is, stress transmission was simulated from 0.1 m and below.

A subroutine was programmed in SoilFlex that yields the root mean square error (RMSE) between the measured and simulated stress as a function of \( \nu \). The RMSE is given as:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{\sigma}_x - \sigma_x)^2}
\]

where \( n \) is the number of observations (here: measuring depths), \( \hat{\sigma}_x \) is the predicted vertical stress, and \( \sigma_x \) is the measured vertical stress. For further analysis we used \( \nu \) at the minimum RMSE. From the different loading situations on one soil (see Table 1), we calculated an average \( \nu \) for each soil. This is justified because we could not find any noticeable influence of loading (wheel load, tyre inflation pressure) on \( \nu \) (not shown). We also calculated the bias for each measuring depth, which is given as:

\[
\text{bias} = (\hat{\sigma}_x - \sigma_x)
\]

2.3. Sensitivity of the concentration factor to model input, stress readings, and transducer depth

The estimated \( \nu \) is dependent on (i) the simulated stress, \( \hat{\sigma}_x \), and (ii) the measured stress, \( \sigma_x \) (Eqs. (3) and (4)). The simulated stress at a given depth \( z \) and for a given value of \( \nu \) is only dependent on the surface load distribution and on the area over which the load acts (Eq. (3)), i.e. on the upper stress boundary condition used for simulations. Therefore, it is important to analyze the sensitivity of \( \nu \) to the surface stress boundary condition. In order to obtain \( \nu, \hat{\sigma}_x \) is compared with \( \sigma_x \) (Eqs. (3) and (4)), and hence, the estimated \( \nu \) is dependent on the reliability of stress measurements. However, as mentioned previously, embedded stress transducers may not provide the true stress. Stress readings are influenced by a range of factors, including mechanical properties of soil, mechanical properties of the transducer, transducer dimensions; the interaction of these factors is complicated so that no simple relationships can be obtained (Weiler and Kulshwai, 1982; Kirby, 1999; Berli et al., 2006a). Therefore, it is of interest to study the sensitivity of \( \nu \) to stress readings. Furthermore, comparisons between simulations and measurements and hence estimates of \( \nu \) are influenced by the accuracy of the transducer depths.

The sensitivity of the simulated soil stress, and hence \( \nu \), to the upper model boundary condition was investigated by performing simulations using (i) the measured stress distribution at 0.1 m depth, i.e. near the tyre-soil contact, (ii) the estimated stress distribution as described above, and (iii) different commonly-used approximations of the tyre-soil contact stress distribution such as either the uniform or power-law stress distributions (Soehne, 1953).

The sensitivity of \( \nu \) to stress readings was examined by comparing simulations with measurements where the stress readings were assumed to be (i) 10% overestimated or (ii) 10% underestimated as compared with (iii) a reference situation (“true” stress), which were the corrected transducer readings.

In addition, we investigated the sensitivity of \( \nu \) to errors in stress transducer depths. For example, Keller et al. (2012) assumed that the probes were installed at the intended depth to an accuracy of ±0.025 m. The roughness of the soil surface contributes to uncertainty in accurately measuring the depth. Moreover, the distance between the tyre-soil interface and the sensor depth changes during wheeling due to rut formation and soil displacement. We performed comparisons between simulations and measurements and associated estimates of \( \nu \) for measuring depths ±0.025 m, i.e. transducer depths of (i) 0.275, 0.475 and 0.675 m; (ii) 0.3, 0.5 and 0.7 m (i.e. the intended initial depths), and (iii) 0.325, 0.525 and 0.725 m.

2.4. Impact of data set (one-, two-, and three-dimensional vertical soil stress data) on the estimation of the concentration factor

The data set described in Section 2.1, consisted of one-dimensional data for vertical soil stress, i.e. maximum vertical stress at three different depths below the centre of a tyre.

Lamandé and Schjønning (2011a,b,c) measured the three-dimensional distribution of the vertical stress, i.e. vertical stress in the driving direction and perpendicular to the driving direction at three different depths. We revisited data of Lamandé and Schjønning (2011a,c) in order to investigate whether the estimates of \( \nu \) would change when using (i) one-dimensional (as described in Section 2.1) only, or (ii) two-dimensional (vertical stress in the driving direction at three different depths) or (iii) three-dimensional data (vertical stress in the driving direction and perpendicular to the driving direction at three different depths). The concentration factor was estimated for each case (i.e. one-, two-, or three-dimensional vertical soil stress data) using the procedure described in Section 2.2. We used the data set of vertical soil stress given in Lamandé and Schjønning (2011a,c), which were obtained on a silty clay loam soil from wheeling with a 800/50R34 tyre with 60 kN wheel load at a tyre inflation pressure of 100 kPa, three soil moisture conditions (field capacity throughout the soil profile; drier than field capacity in the topsoil and field capacity in the subsoil; and drier than field capacity in the whole soil profile; see Lamandé and Schjønning (2011c) for details) and two topsoil conditions (recently ploughed and consolidated topsoil, respectively; see Lamandé and Schjønning (2011a) for details).

2.5. Simulations using a finite element model

Additional simulations were carried out using finite element (FE) modelling within the framework of COMSOL Multiphysics Version 4.2. The aim was to investigate the influence of the elastoplastic material properties, soil layers (topsoil over plough pan over subsoil) of different stiffness and strength, and the degree of anisotropy on the transmission of vertical stresses.

We applied a surface pressure, \( p_s \), of 250 kPa acting on a circular area of 0.5 m radius. The model was formulated as an axisymmetric problem (5 m radius, 5 m depth). The mesh (Fig. 2; 8246 elements) was vertically divided into three layers (plough layer: 0–0.25 m depth, plough pan: 0.25–0.35 m depth; subsoil: 0.35–5 m depth) for which different mechanical properties could be assigned. A bi-linear elastoplastic model with isotropic strain hardening and associated flow rule was chosen as a constitutive relationship (for details on elastoplasticity formulations on constitutive behaviour, see Shames and Cozzarelli, 1997 or Davis and Selvadurai, 2002). The assumption was that the soil deforms elastically (i.e. reversible) up to a yield stress beyond which deformation is plastic (i.e. irreversible). For simplicity, strain was assumed to increase linearly with increasing stress for both the elastic as well as the plastic range. Soil yield was estimated by using the van Mises yield criterion (von Mises, 1913). Soil
mechanical properties were adopted from the studies on ‘Ruckfeld’ silt loam soil (Berli et al. 2003, 2004) (Table 2). Young’s modulus, $E$, was calculated from oedometer test stress-strain curves according to Berli et al. (2006b). The isotropic tangent modulus was estimated as one-tenth of the Young’s modulus.

We first conducted a simulation for a linear-elastic, homogeneous, isotropic soil and compared this FE simulation with the analytical solution (Eq. (3) with $\nu = 3$). Then, more complexity was successively added to the model by introducing the elasto-plastic material law, and by introducing first two (topsoil, subsoil) and then three layers (topsoil, plough pan, subsoil) that were parameterized based on measurements on intact soil cores collected from an arable soil, as described above.

Finally, we made simulations that would allow us to investigate the impact on the transmission of $\sigma_1$ with: (i) the topsoil to subsoil modulus ratio, i.e. $E_{\text{topsoil}}/E_{\text{subsoil}}$, in a two-layer system (topsoil over subsoil, no plough pan); and (ii) the plough pan to subsoil modulus ratio, i.e. $E_{\text{plough-pan}}/E_{\text{subsoil}}$, and (iii) the elastic anisotropy of the plough pan, i.e. $E_{\text{subsoil, horizontal}}/E_{\text{subsoil, vertical}}$, in a three-layer system (topsoil over plough pan over subsoil). In all these simulations, only one parameter was changed and all other parameters were kept as given in Table 2: in (i) we increased $E_{\text{subsoil}}$; in (ii) we varied $E_{\text{subsoil}}$; and in (iii) we changed $E_{\text{subsoil, vertical}}$.

### 3. Results

#### 3.1. Estimation of the concentration factor

The average $\nu$ per soil was in the range 2.8 to 4.4, with a mean value of 3.5 (coefficient of variation, C.V. = 19%) (see Table 3). The smallest value of $\nu$ (2.8) was obtained when a silty clay loam ('Önnessad') was loaded with a 82 kN wheel load. The highest value for $\nu$ was 4.4, obtained for loading a clay soil ('Strångnäs') with a 32 kN wheel load. The RMSE (Eq. (4)) was in the range 1.8–19.2 kPa, with a mean value of 13.3 kPa. The average bias (Eq. (5)) was negative (−8.4 kPa; i.e. an underestimation of stress) at the 0.3 m depth (i.e. the uppermost sensor depth), positive (11.0 kPa; i.e. an overestimation of stress) at the 0.5 m depth (i.e. the intermediate sensor depth), and close to zero (−2.8 kPa) at a depth of 0.7 m (i.e. the deepest sensor location). The data are summarized in Table 3. Both the soil texture and loading (wheel load, tyre inflation pressure) had no effect on $\nu$ ($p > 0.05$; not shown). Similarly, Pytka (2005) and Zink et al. (2010) found no impact of soil texture on stress transmission.

The average value for $\nu$ of 3.5 only differs slightly from $\nu = 3$; when $\nu = 3$, Eqs. (2) and (3) satisfy the elastic theory of Boussinesq (1885) (Eq. (1)). For this reason, additional simulations were conducted with $\nu = 3$ for all the loadings given in Table 1; this resulted in the RMSE being somewhat higher, and the bias slightly more negative at the 0.3 and the 0.7 m depths but smaller at the 0.5 m depth (Table 4) as compared with the simulations with variable $\nu$ as described above (Table 3).

The RMSE reported in Tables 3 and 4 may be compared with the standard deviation of the stress measurements, which was on

---

**Table 2**

<table>
<thead>
<tr>
<th>Mechanical properties of “Ruckfeld” silt loam soil (Berli et al., 2003, 2004).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topsoil (0–0.25 m)</strong></td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>Bulk density (kg·m⁻³)</td>
</tr>
<tr>
<td>Young’s modulus (kPa)</td>
</tr>
<tr>
<td>Poisson’s ratio (−)</td>
</tr>
<tr>
<td>Precompression stress (kPa)</td>
</tr>
<tr>
<td>Isotropic tangent modulus (kPa)</td>
</tr>
</tbody>
</table>

Note that indices (b), (c) and (d) correspond to the notation on the stress calculations for the different “layering scenarios” shown in Fig. 6. Hypothetical values in italic. (b) Same mechanical properties for plough pan and subsoil; (c) Plough pan according to the measurements by Berli et al. (2003), Berli et al. (2004); (d) Plough pan with twice the precompression stress and 100 times the stiffness of (c).

---

**Table 3**

<table>
<thead>
<tr>
<th>Estimated concentration factor ($\nu$), root mean squared error (RMSE; Eq. (4)) and bias (Eq. (5)) for the loading conditions and soils described in Table 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Site</strong></td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Billeberga (SE)</td>
</tr>
<tr>
<td>Önnessad (SE)</td>
</tr>
<tr>
<td>Strångnäs (SE)</td>
</tr>
<tr>
<td>Ulluna (SE)</td>
</tr>
<tr>
<td>Valle (DK)</td>
</tr>
<tr>
<td>Mean</td>
</tr>
</tbody>
</table>

¹ For the different loading conditions given in Table 1. ² Average per soil.
average 28.4 kPa for the measurements reported here (not shown); i.e., the standard deviation of the measurements was larger than the RMSE.

For the soil conditions reported here (Table 1), \( \nu \) would typically be given a value of 6 (Söhne, 1953). Simulations with \( \nu = 6 \) yielded an average RMSE of 32.9 kPa, i.e. about twice as large as the RMSE for simulations with variable \( \nu \) (Table 3) or \( \nu = 3 \) (Table 4), and the bias was positive (i.e. the stress was overestimated) at all depths in the range 18.0–43.0 kPa, which is considerably higher than the bias presented in Tables 3 and 4.

### 3.2. Sensitivity of the concentration factor to the data set when using one-, two-, or three-dimensional vertical soil stress data

We found that the estimate of \( \nu \) differed between the different data sets, but that there was no conclusive overall trend of increasing or decreasing \( \nu \) when moving from one- to two- or three-dimensional data (not shown). There appeared to be an increase in the estimated \( \nu \) for weak soil (moisture content at about field capacity and recently ploughed topsoil) when using two-dimensional instead of one-dimensional data, but \( \nu \) decreased again when three-dimensional data were used. For these soil conditions, \( \nu \) was on average 13% larger when estimated from three-dimensional data than when obtained from one-dimensional data. No difference in \( \nu \) between one- and two-dimensional data was observed for the two slightly drier soil conditions, while \( \nu \) was smaller when considering three-dimensional data. For all situations analyzed here, \( \nu \) was on average 4% smaller when three-dimensional data were used as compared with estimates of \( \nu \) based on one-dimensional data.

### 3.3. Sensitivity of the concentration factor to the surface stress boundary condition

The sensitivity of \( \nu \) to the surface stress boundary condition (upper model boundary condition) was evaluated using the ‘Billeberga’ soil and one loading situation (86 kN wheel load, 150 kPa tyre inflation pressure) (Table 1), because the measured stress distribution at the 0.1 m depth was available for this loading condition (Keller and Arvidsson, 2004). The various surface stress boundary conditions are shown in Fig. 3 and the associated stress simulations in Fig. 4 while the estimated \( \nu \) and associated RMSE and bias are summarized in Table 5. It is important to note that the applied load is identical for the various surface stress boundary conditions used for the simulations that are shown in Fig. 3.

We estimated \( \nu = 3.6 \) for the simulations with a stress distribution that was estimated using Keller’s model (2005). If, on the other hand, the measured stress distribution at the 0.1 m depth was used (Keller and Arvidsson, 2004), a value for \( \nu \) of 3.8 was obtained, which is only slightly different from the \( \nu \) estimate in the former simulation. The RMSE and the bias of the two simulations were very similar (Table 5). Furthermore, both the simulations were run assuming an elliptical contact area and either a uniform or a power-law distribution (using either a power of 1.5 or 2) of the contact stress. These shapes for the (theoretical) stress distributions are often used as approximations of the real stress distribution at the tyre-soil contact (Söhne, 1953; Johnson and Burt, 1990). The estimates of \( \nu \) were 5.0 (uniform stress distribution), 3.2 (power-law distribution with a power of 1.5), and 2.5 (power-law distribution with a power of 2, i.e. parabolic distribution), see Table 5. For the uniform distribution, the RMSE was 29.7 kPa, which is about twice that for the simulations using either measured (RMSE = 14.0 kPa) or model-estimated stress distribution (RMSE = 13.3 kPa), and the bias was highly negative at the 0.3 m depth (∼48.7 kPa) (Table 5). The parabolic stress distribution resulted in a positive bias at a depth of 0.3 m (9.5 kPa) with an RMSE of 17.9 kPa. For the case of the power-law stress distribution with a power of 1.5, the RMSE and the bias were similar to the simulations with the measured or model-estimated stress distributions (Table 5).

### 3.4. Sensitivity of the concentration factor to stress readings

The sensitivity of \( \nu \) to stress readings was investigated by comparing estimates for \( \nu \) where the stress readings were assumed to be (i) 10% overestimated or (ii) 10% underestimated as compared with (iii) a reference situation (‘true’ stress = corrected transducer readings). Loading with a 1050/50R32 tyre (wheel load 86 kN; tyre inflation pressure 150 kPa) on a loam soil was used as an illustrative example.

When using stresses that were 10% overestimated, the average \( \nu \) was 4.5, i.e. 21% higher than for the reference situation (\( \nu = 3.6 \)) (Fig. 5). On the other hand, if the stress was 10% lower than the assumed true stress, then we obtained an average value for \( \nu \) of 2.9, which is 17% lower than when using the correct estimates of stress (Fig. 5). Hence, an uncertainty in the stress readings of ±10% resulted in an uncertainty in the value of \( \nu \) of roughly ±20%.

### 3.5. Sensitivity of the concentration factor to transducer depths

We used the same illustrative example as described in the previous section, and compared simulations with measurements by assuming the transducer depths to be either (i) 0.275, 0.475 and 0.675 m; (ii) 0.3, 0.5 and 0.7 m (i.e. the intended initial depths), or (iii) 0.325, 0.525 and 0.725 m; i.e. intended initial measuring depths ±0.025 m. The associated estimated \( \nu \) was (i) 3.2, (ii) 3.6, and (iii) 4.0, respectively, i.e. 3.6 ± 10%. Therefore, uncertainty in the measuring depth of only a few centimetres, which could be due to factors such as the installation, soil surface roughness or rut formation, will result in an uncertainty of \( \nu \) of ±10%.

### 3.6. Effects of soil layering on stress transmission using finite element model simulations

Fig. 6a compares the results of FEM calculations with the exact analytical solution based on Boussinesq’s (1885) equation.

---

**Table 4**

Root mean squared error (RMSE; Eq. (4)) and bias (Eq. (5)) for the loading conditions and soils described in Table 1 when using a concentration factor (\( \nu \)) of 3 for all simulations.

<table>
<thead>
<tr>
<th>Site</th>
<th>( \nu )</th>
<th>( \text{RMSE (kPa)} )</th>
<th>Bias (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>0.3 m</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Billeberga (SE)</td>
<td>3</td>
<td>18.1</td>
<td>7.0</td>
</tr>
<tr>
<td>Onnestad (SE)</td>
<td>3</td>
<td>21.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Strångnäs (SE)</td>
<td>3</td>
<td>19.7</td>
<td>21.6</td>
</tr>
<tr>
<td>Ulftuna (SE)</td>
<td>3</td>
<td>14.1</td>
<td>12.7</td>
</tr>
<tr>
<td>Välle (DK)</td>
<td>3</td>
<td>21.1</td>
<td>35.2</td>
</tr>
<tr>
<td>Mean</td>
<td>3</td>
<td>18.9</td>
<td>14.9</td>
</tr>
</tbody>
</table>

1. Average per soil.
providing a calibration of the FE model for a linear-elastic, homogeneous, isotropic soil. Fig. 6b shows a comparison of the analytic solution from Fig. 6a with a FEM calculation for an elastoplastic soil consisting of a plough layer (0–0.25 m depth) over a subsoil (0.25–5 m depth) without a plough pan (for details of the material properties, see Table 2). For the loads applied, plastic deformation occurred in the topsoil and the upper part of the subsoil, while the vertical stress profiles were very similar for elastic and elastoplastic soils. It should also be noted that the layering (soft plough layer over stiffer subsoil, Table 2) had no influence on the vertical stress profile. Fig. 6c shows similar calculations as in Fig. 6b but considers a 0.1 m thick plough pan in the 0.25–0.35 m depth between the plough layer and the subsoil. Values for plough pan Young’s modulus ($E = 5000$ kPa) and precompression stress (130 kPa at 60 hPa soil water suction) were derived from actual measurements for ‘Ruckfeld’ soil (Berli et al., 2003, 2004). The vertical stress profiles in Fig. 6c are very similar to those seen in Fig. 6a and b, indicating that a plough pan of “normal” stiffness and 0.1 m thickness has little to no effect on the vertical stress profile. Fig. 6d gives similar calculations as in Fig. 6c but here

Fig. 3. Upper model boundary condition (i.e. contact area and contact stress distribution) used for the simulations shown in Fig. 4, for a 1050/50R32 tyre (wheel load: 86 kN; tyre inflation pressure: 150 kPa). (a) Uniform stress distribution, (b) parabolic stress distribution, (c) power-law stress distribution with a power of 1.5, (d) estimated stress distribution using the model of Keller (2005), and (e) measured stress distribution.
the plough pan is 100 times stiffer (Young’s modulus of 500 MPa instead of 5 MPa) and has a considerably higher precompression stress (300 kPa rather than 130 kPa). For the case of a very stiff plough pan, the vertical stress within and immediately below the plough pan is decreased compared with the stress profiles from Fig. 6a to c. Although theoretically possible, a Young’s modulus of 0.5 GPa seems to be unrealistically high for a “soft” porous material such as agricultural soil at field capacity. The precompression stress value of 300 kPa was chosen so that the plough pan did not yield under the given load.

The impact of a (stiff) plough pan on the transmission of vertical stress was more closely investigated and the results are presented in Fig. 7. The vertical stress is reduced in the plough pan, but only if the $E_{\text{plough-pan}}/E_{\text{subsoil}}$ is very large. Note that for the simulations presented, $E_{\text{topsoil}}$ was similar to $E_{\text{subsoil}}$ (Table 2). If the modulus of the plough pan is one order of magnitude larger than that of the subsoil (which is already quite significant, cf. the measurements in a silt loam soil at field capacity as presented in Table 2), there is hardly any impact on the stress pattern (Fig. 7a) and the reduction in $\sigma_z$ at 0.4 m depth (i.e. directly below the plough pan) is less than 5% (Fig. 7b). It seems that the stress reduction becomes stronger when $E_{\text{plough-pan}}/E_{\text{subsoil}}$ is larger than about 20 (Fig. 7b). When the plough pan is 100 times stiffer than the subsoil, the reduction in $\sigma_z$ is 26% and 20% at 0.4 and 0.7 m depth, respectively.

Anisotropy in the plough pan may be a realistic scenario, and often a platy soil structure is observed in compacted soil layers (e.g. Horn, 2003; Pagliai et al., 2003; Boizard et al., 2013). Fig. 8 shows that anisotropy, i.e. $E_{\text{plough-pan\_vertical}}/E_{\text{plough-pan\_horizontal}} \neq 1$, affects the vertical stress in the soil profile, but the impact does not seem to be large. We note that our simulated anisotropy effects are potentially due to changes in the magnitude of the stiffness, but these changes were marginal. Moreover, in order to truly distill the anisotropic effects, empirical data would be required in order to quantify the 21 elastic components of the stiffness matrix (see e.g. Davis and Selvadurai, 1996) for the boundary conditions prescribed in this paper.

It should be noted that the simulations with a plough pan were made for a 0.1 m thick plough pan. The impact of layer thickness on stress transmission is not easily quantified, because the layer stiffness decreases with increasing layer thickness if $E$ is kept constant. We found negligible effects of plough pan thickness on stress transmission when $E_{\text{plough-pan}}/E_{\text{subsoil}}$ was smaller than 10 (simulations not shown); hence, for realistic ratios of $E_{\text{plough-pan}}/E_{\text{subsoil}}$ the stress transmission was not appreciably affected by the thickness of the plough pan. For large ratios of $E_{\text{plough-pan}}/E_{\text{subsoil}}$ (e.g. $E_{\text{plough-pan}}/E_{\text{subsoil}} = 1000$) the stress within the plough pan initially decreased when increasing the thickness of the plough pan, but then increased again with further increasing thickness of the plough pan because the plough pan stiffness decreased as explained above (simulations not shown). When increasing the plough pan thickness to very large values the stress transmission approached that of the two layer system (topsoil over subsoil) as presented below.

Simulations in a two-layered soil showed that the vertical stress increases as the difference in Young’s modulus between the two layers increases, i.e. $\sigma_z$ increases with decreasing $E_{\text{topsoil}}/E_{\text{subsoil}}$. 

![Fig. 4] Measured (circles) and simulated vertical stress beneath the centre of a wheel with a 1050/50R32 tyre with a load of 86 kN and an inflation pressure of 150 kPa using uniform stress (dotted curve; $\nu = 5.0$, RMSE = 29.7), parabolic distribution (chain-dotted curve; $\nu = 2.5$, RMSE = 17.9), power-law distribution with a power of 1.5 (dashed curve; $\nu = 3.2$, RMSE = 14.3), calculated stress distribution with the model of Keller (2005) (grey curve; $\nu = 3.6$, RMSE = 13.3) and measured stress distribution (black curve; $\nu = 3.8$, RMSE = 14.0) as model input at 0.1 m depth. Error bars indicate standard deviation. See text and Table 5 for details.

![Fig. 5] Measured and simulated vertical stress as a function of depth beneath the centre of a 1050/50R32 tyre (wheel load 86 kN, tyre inflation pressure 150 kPa). The concentration factor (Eq. (3)) is fitted to (i) the assumed true soil stress (measurements: circles; simulations: solid curve; $\nu = 3.6$), (ii) a 10%- underestimated soil stress (measurements: squares; simulations: dotted curve; $\nu = 2.9$), and (iii) a 10%-overestimated soil stress (measurements: rhombi; simulations: dashed curve; $\nu = 4.3$). Error bars indicate standard deviation. Note that the measured soil stress of (ii) and (iii) is slightly displaced for better readability. See text for details.

**Table 5**

Estimated concentration factor ($\nu$), root mean squared error (RMSE; Eq. (4)) and bias (Eq. (5)) for the simulations shown in Fig. 4. The different stress distributions are shown in Fig. 3.

<table>
<thead>
<tr>
<th>Shape of contact area</th>
<th>Measured</th>
<th>Super ellipse Keller (2005)</th>
<th>Ellipse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress distribution</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu$ at RMSE=5 mm</td>
<td>3.8</td>
<td>3.6</td>
<td>5.0</td>
</tr>
<tr>
<td>RMSE (kPa)</td>
<td>14.0</td>
<td>13.3</td>
<td>29.7</td>
</tr>
<tr>
<td>Bias (kPa)</td>
<td></td>
<td></td>
<td>-48.7</td>
</tr>
<tr>
<td>At 30 cm</td>
<td>-8.8</td>
<td>-3.1</td>
<td>-16.0</td>
</tr>
<tr>
<td>At 50 cm</td>
<td>18.4</td>
<td>16.9</td>
<td>17.4</td>
</tr>
<tr>
<td>At 70 cm</td>
<td>-13.3</td>
<td>-15.3</td>
<td>-3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-17.2</td>
</tr>
</tbody>
</table>

1 $k$, power.
Fig. 6. Calculated vertical stress as a function of depth. (a) Comparison of the analytical solution with the finite element model (FEM) calculations for a linear-elastic, homogeneous, isotropic soil. (b) Comparison of the analytical solution from (a) with FEM calculations for an elasto-plastic soil consisting of a topsoil (0–0.25 m depth) over a subsoil (0.25–5 m depth) without a plough pan. (c) Comparison of the analytical solution from (a) with FEM calculations for an elasto-plastic soil consisting of a topsoil (0–0.25 m depth), a plough pan with usually observed stiffness (0.25–0.35 m depth) over a subsoil (0.35–5 m depth). (d) Comparison of the analytical solution from (a) with FEM calculations for an elasto-plastic soil consisting of a topsoil (0–0.25 m depth), a very stiff plough pan (0.25–0.35 m depth, 100 times the stiffness of the plough pan in (c)) over a subsoil (0.35–5 m depth).

(Fig. 9). Our simulations agree with stress decay patterns in two-layer systems presented in Poulus and Davis (1974). The simulation with $E_{\text{topsoil}}/E_{\text{subsoil}} = 10^{-100}$ represents a subsoil that is nearly an ideal rigid body. It is seen from Fig. 9 that the effect of layer differences is limited and converges. The maximum difference in $\sigma_z/p_0$ between the simulations with $E_{\text{topsoil}}/E_{\text{subsoil}} = 0.5$ and $E_{\text{topsoil}}/E_{\text{subsoil}} = 1$ was 0.06 (Fig. 9), which for $p_0 = 250$ kPa corresponds to a maximum difference in $\sigma_z$ of only 14.0 kPa, i.e. an insignificant difference (cf. Fig. 6b). Comparing the reference simulation ($E_{\text{topsoil}}/E_{\text{subsoil}} = 1$) with the simulation with $E_{\text{topsoil}}/E_{\text{subsoil}} = 10^{-100}$, the maximum difference in $\sigma_z/p_0$ was 0.15 (Fig. 9) that corresponds to 37.3 kPa for $p_0 = 250$ kPa. It is interesting that a change in $E_{\text{subsoil}}$ (while keeping $E_{\text{topsoil}}$ constant) affects the stress in the topsoil. This is because the topsoil “sees” the subsoil and the topsoil-subsoil interface acts similar to a boundary when $E_{\text{topsoil}}/E_{\text{subsoil}}$ becomes small. We estimated $\nu$ for the vertical stress obtained with $E_{\text{topsoil}}/E_{\text{subsoil}} = 10^{-100}$ using the procedure described in Section 2.2. In this case, the FE simulation was considered the “measured” stress, and $\nu$ was estimated from “measurements” at 0.3, 0.5 and 0.7 m depth as was done for the data described in Section 2.1. We obtained a value for $\nu$ of 4.5.

4. Discussion

Fröhlich’s model, including $\nu$, is widely used in agricultural soil mechanics, usually in the form of Eq. (3) (Keller and Lamandé, 2010). Despite the wide use of this model, little is known about $\nu$ in terms of how it varies with soil type and conditions.

Fröhlich (1934) made the assumption that forces are transmitted along straight lines through the soil. The effect of $\nu$ can be seen as analogous to the transmission of light in a vacuum or air from an infinitesimally small light source. Similar to the focusing effect of a lens for light, we could imagine that the soil, depending on its properties, will have a focusing effect on the ‘stress beams’, which is expressed by $\nu$. Depending on the soil properties, stress beams were considered to be more or less focused towards the centre line of the point load. Generally, the concentration factor is regarded an empirical parameter that is needed because soil deviates from an elastic, homogeneous, isotropic material (e.g. Söhne, 1953). It is commonly accepted that $\nu$ increases with a decrease in soil strength (Söhne, 1953; Horn, 1990). According to Horn (1990), $\nu$ is not only influenced by soil properties and conditions, but is also affected by the applied load. Results of Lamandé et al. (2007) indicate that $\nu$ increases with increasing soil deformation. Söhne (1953) suggested that $\nu$ takes values of 4, 5 and 6 for hard, firm and soft soil, respectively, but values for $\nu$ in the range 0.6–14.3 are found in the literature (Dexter et al., 1988; Horn, 1990; Ram, 1984; Lamandé et al., 2007; Keller and Lamandé, 2010; Lamandé et al., 2011a,b,c).

However, as shown in this paper, the estimation of $\nu$ is strongly dependent on the reliability of the stress measurements, the accuracy of the transducer depths, and the upper stress boundary condition used for the simulations. Söhne (1953) mentioned the tyre-soil stress distribution and the accuracy of stress measurements as potential sources of errors in his studies.

The reliability of the stress transducers, i.e. the relation between the measured stress and actual/true soil stress, is influenced by a range of factors including the transducer dimensions and the mechanical properties of the transducer in relation to those of its surrounding soil (Weiler and Kulhawy, 1982; Kirby, 1999). The
interaction of the different factors affecting the stress readings is complicated, and therefore, there is no general means of correcting them (Kirby, 1999). Based on field measurements we found that the transducers used here for vertical stress measurements overestimate the true vertical stress by approximately 10\% (Lamandé et al., 2014). This value of 10\% is within the range of the modelling results for vertical transducers reported by Kirby (1999). We have shown in this paper that an uncertainty of ±10\% in the stress measurements accounts for an error in \( v \) of about ±20\% (Section 3.4). In other words, any estimation of \( v \) is erroneous if the reliability of stress measurements (i.e. the ratio of transducer-estimated stress to true soil stress) is unknown. This was also acknowledged by Söhne (1953), who estimated that the error of stress measurements was within 25\%. It is therefore extremely important to know the ratio of the stress transducer reading to the true soil stress when making any inference about the absolute stress values (Kirby, 1999), as well as for any comparison of the measured stress values with simulations (as used here). An uncertainty in the stress readings of the order of 10\% seems relatively small, considering the many factors that influence the stresses estimated by transducers (Kirby, 1999). Kirby (1999) identified that a zone of disturbance around the stress transducer, e.g. due to transducer installation, would be one of the main factors contributing to either an overestimation or underestimation of the true stress by the transducer. The mechanical properties of the soil had a relatively small impact on transducer readings (Kirby, 1999), probably because the stiffness of the transducers is orders of magnitude larger than that of the soil. In this study, we always used the same installation procedure (cf. Section 2.1.), and hence, the potential impact on transducer readings would be similar for all measuring depths and on all soils. Furthermore, soil moisture conditions were (i) similar for all soils, and (ii) similar to those during the calibration of the stress transducers in the field (Lamandé et al., 2014) that was applied in this study. We acknowledge that soil deformations are generally larger at the 0.3 m depth than the 0.7 m depth, and since deformation can influence stress readings (Kirby, 1999), the ratio of transducer-estimated stress to soil stress may not have been constant within a soil profile during loading, although the measured residual vertical strain was generally small (in the range 0–0.02, see Keller et al., 2012). Another source of error associated with stress readings is the measuring depth. Errors in measuring depth arise from the installation (the intended measuring depth deviates from the true measuring depth), and from the roughness of the soil surface.

Fig. 7. Impact of plough pan stiffness of 0.1 m thickness on the transmission of vertical stress. (a) Relative vertical stress, \( \sigma_z/p_0 \) (where \( \sigma_z \) is the vertical stress and \( p_0 \) is the applied surface pressure), vs. relative depth, \( z/r \) (\( z \) is the soil depth and \( r \) is the radius of the circular region over which the load is applied), for different plough pan to subsoil modulus ratios, \( R = E_{\text{plough-pan}}/E_{\text{subsoil}} \). (b) Relative change in vertical stress at 0.4 m (grey curve) and 0.7 m depth (black curve) as a function of \( R = E_{\text{plough-pan}}/E_{\text{subsoil}} \). The properties of the plough pan as measured by Berli et al. (2003), Berli et al. (2004) resulted in \( R = 1.67 \). The corresponding \( R \) for a number of materials is indicated in the figure (e.g. Fibreboard = \( E_{\text{fibreglas}} \) would result in \( R = 1330 \), Teflon = \( E_{\text{Teflon}} \) would result in \( R = 5660 \).

Fig. 8. Effect of elastic anisotropy of the plough pan on the transmission of vertical stress. The plough pan was 0.1 m thick, and anisotropy is expressed as \( FA = E_{\text{plough-pan,vertical}}/E_{\text{plough-pan, horizontal}} \). Solid curve: \( FA = 1 \); dashed curve: \( FA = 0.1 \); and dotted curve: \( FA = 0.01 \). The graph shows relative vertical stress, \( \sigma_z/p_0 \) (where \( \sigma_z \) is the vertical stress and \( p_0 \) is the applied surface pressure), vs. relative depth, \( z/r \) (\( z \) is the soil depth and \( r \) is the radius of the circular region over which the load is applied).

Fig. 9. Transmission of vertical stress as influenced by the difference in topsoil to subsoil modulus ratio, expressed as \( T = E_{\text{topsoil}}/E_{\text{subsoil}} \). Solid curve: \( T = 1 \); dashed curve: \( T = 0.5 \); dotted curve: \( T = 0.1 \); and chain curve: \( T = 10^{-100} \). The graph shows relative vertical stress, \( \sigma_z/p_0 \) (where \( \sigma_z \) is the vertical stress and \( p_0 \) is the applied surface pressure), vs. relative depth, \( z/r \) (\( z \) is the soil depth and \( r \) is the radius of the circular region over which the load is applied).
Furthermore, the vertical distance between the tyre-soil interface and the stress transducer will become smaller during loading due to rut depth formation and soil displacement. Typically, rut depths are a few centimetres (e.g. Défossez et al., 2003; Keller et al., 2007) and permanent vertical displacements in the subsoil (i.e. at depths greater than about 0.25 m) a few millimetres (Arvidsson et al., 2002; Keller et al., 2007; Lamandé et al., 2007). The error in estimating \( v \) due to these measuring depth uncertainties may be of the order of magnitude of 10% (see Section 3.5).

The upper model boundary condition includes the magnitude and distribution (shape) of stress applied at the soil surface (e.g. the stress distribution at the tyre-soil contact area), and the area over which the load is applied (e.g. the tyre-soil contact area), and forms the input into Eq. (3). As shown by Keller (2005), the upper model boundary condition is of paramount importance to accurately predict stress transmission in soil. Unfortunately, the surface stress boundary condition is (i) typically not known a priori, and (ii) governed by a complicated interaction of tyre and soil properties (Keller and Lamandé, 2010). In this paper, we show that the estimate \( v \) varies greatly (e.g. between 2 and 5 for the example presented, see Section 3.3.) when different stress distributions (but always with the same load) are applied at the soil surface. The model by Keller (2005) used here generally provides good estimates of the real size and shape of the tyre-soil contact area and of the real distribution of vertical stresses within the contact area; however, model estimates may differ significantly from the real values for a specific tyre or a specific tyre-loading combination (Keller, 2005). The tyres and loading characteristics used in this study were within the range of tyres and loadings used by Keller (2005) and some of the tyre dimensions and tyre-loading combinations used here were explicitly employed in the model development by Keller (2005). Furthermore, the soil moisture conditions in our study were similar to those in Keller (2005). Hence, there is a good basis to assume that our estimates of the upper stress boundary condition were realistic. Nevertheless, deviations to the real tyre-soil contact properties are inevitable, and this introduced some error in our estimates of \( v \).

For the analyses discussed above, we estimated \( v \) based on one-dimensional data of vertical soil stress (maximum stress at three different depths below the centre of a tyre). Using data from Lamandé and Schjønning (2011a,c) we found that \( v \) differed slightly when using one-dimensional (as described), two-dimensional (vertical stress in driving direction at three different depths below the centreline of a tyre) or three-dimensional data (vertical stress in driving direction and perpendicular to driving direction at three different depths) for the different data sets, but that there was no overall trend of increasing or decreasing \( v \) when moving from one-, to two- or three-dimensional data. Nevertheless, \( v \) estimated from three-dimensional data was different from \( v \) based on one-dimensional data, and therefore, we suggest that this needs further attention.

Based on this, the question is raised as to whether a concentration factor is needed since the classical Boussinesq solution (Eq. (1)) is insufficient to represent stress transmission in soil (Fröhlich, 1934), or whether a concentration factor was introduced because the measurements and surface stress boundary conditions were inaccurate (Davis and Selvadurai, 1996). It is interesting to note that when accounting for realistic upper model boundary conditions and accurate stress measurements, the average value for the estimated \( v \) of 3.5 found here was not significantly different from \( v = 3 \) (i.e. the classical Boussinesq solution) for the conditions investigated in this paper. This implies that the stress transmission could indeed be described by the elasticity theory, i.e. by the classical Boussinesq solution (Eq. (1)), suggesting that the concentration factor may have been introduced due to measurement errors and inaccurate upper stress boundary conditions. We are aware that our observations are limited to the loading and soil conditions investigated in this paper (Table 1).

Selvadurai (2013) observed that the solution provided by Fröhlich (1934) satisfied (i) the equations of static equilibrium, globally and locally, (ii) the traction boundary conditions on the free surface, (iii) the regularity in the decay of stress and displacement fields applicable to semi-infinite domains (i.e. decay of energy transfer), (iv) the equations of elasticity applicable to a homogeneous incompressible elastic material, but (v) violated the Beltrami-Michell equations of compatibility (Selvadurai, 2000) applicable to classical elastic continua, except when \( v = 3 \), which corresponds to Boussinesq’s classical solution. The consequences of violating the compatibility conditions results in a non-unique evaluation of the displacement fields from the four linear partial differential equations applicable to a state of axial symmetry.

Obviously, agricultural soil is neither homogeneous nor completely elastic, and therefore, the assumptions on which the classical Boussinesq solution (Eq. (1)) is based are violated. However, elastic solutions may provide satisfactory approximations well beyond the range of small-deformation, linear-elastic material behaviour (Berli et al., 2006b). Furthermore, results of FEM simulations (Figs. 6 and 7) indicate that for a layered soil (topsoil over plough pan over subsoil) the transmission of vertical stresses is not appreciably different from that seen in a homogeneous soil if unrealistically high differences in stiffness are considered. Similarly, a difference in Young’s modulus between topsoil and subsoil increases the vertical soil stress (Fig. 9), but the simulated effect was limited. Nevertheless, the simulation results presented here need to be validated against field measurements. It is noteworthy to reiterate that the transmission of vertical stress is not dependent upon the Poisson’s ratio (Boussinesq, 1885). Further, we recall that Fröhlich (1934) associated the concentration factor with anisotropy, as compared with isotropy that is assumed in the Boussinesq solution. Little is known on anisotropy of mechanical properties of arable soils. Peth et al. (2006) found a slight anisotropy (with higher values in the vertical direction) in precompression stress and cohesion on a clayey silt Stagnic Luvisols derived from loess soil, but Dörner and Horn (2009), investigating a sandy loam Stagnic Luvisols derived from glacial till, reported isotropic soil shear properties while soil pore transport functions (hydraulic conductivity, air permeability) were more anisotropic. Our simulations show that anisotropy of mechanical properties could play a role in stress transmission, although the impact seemed small when investigating the anisotropy of the plough pan (cf. Fig. 8). However, the matter of anisotropy requires further investigation and empirical evidence in order to validate any theoretical models.

It should be noted that patterns of stress decay with depth have been reported in the literature than could not be satisfactorily reproduced by Eqs. (1)–(3) (Trautner and Arvidsson, 2003; Richards and Peth, 2009; Lamandé and Schjønning, 2011a,b,c). Apart from the issues discussed above (i.e. inaccuracies in the stress readings, inappropriate upper stress boundary conditions), the reasons for these observations could be a very strong soil layering or a different mode of stress transmission such as preferential stress transmission (force chains) as observed in granular materials (see e.g. Keller et al., 2013; Nawaz et al., 2013). Differences in Young’s modulus between soil layers (topsoil, plough pan, subsoil) could result from variations in soil texture, organic material, bulk density or soil matric potential of the individual layers. Unfortunately, very little is known about the Young’s modulus (and the Poisson’s ratio) of (different layers of) arable soils and how they are affected by soil texture, soil structure and soil moisture, despite a lot of data on compression curves reported in the literature. Measurements by Trautner and Arvidsson (2003) were performed on a clay soil (40–53% clay...
content) mostly under dry to very dry conditions, and the observed differences between measurements and predictions of vertical soil stress using Eq. (3) were associated with the structure of the dry soil with ‘pillars’ separated by large vertical desiccation cracks. The soil profile presented by Richards and Peth (2009) included a 0.2 m thick plough pan and the pattern of stress decay reported was similar to that shown here in Fig. 6d. Wiermann et al. (2000) and Zink et al. (2010) found a larger stress attenuation in conservation tillage as compared with conventionally tilled soil. Zink et al. (2010) also measured significantly different tyre-soil contact areas in the two tillage systems. Lamandé and Schjønning (2011c) showed that there was a distinct difference in stress transmission between a regularly ploughed topsoil and the subsoil, with a more direct stress transmission (i.e. less stress attenuation) in the topsoil; when considering the subsoil only (0.3–0.9 m depth) \( v \) was close to 3. Their results could be explained with the help of our simulations of a (weak) topsoil over a (stiffer) subsoil: a difference in stiffness between these layers increases the vertical stress (Fig. 9), although the simulated effect was smaller than measured by Lamandé and Schjønning (2011c). Furthermore, it is interesting to note that their measurements were made on a soil with a texture similar to the Vallée soil (Table 1), where we observed the largest negative bias at 0.3 m depth (Table 3).

Finally, this paper only deals with the vertical component of the soil stress. Most soil compaction research has focused on vertical stress, although the complete stress state is of relevance for changes in soil functions due to mechanical soil stresses induced by agricultural machinery (e.g. Horn, 2003; Berisso et al., 2013). For example, volume change (i.e. compaction) is a function of the mean normal stress (and not the vertical stress), and distortion is a result of the shear stress components (e.g. Koolen and Kuipers, 1983). We have a relatively good understanding of the transmission of vertical stress, but little knowledge regarding the magnitude and distribution of other stress components. A complete evaluation of models for stress transmission is only possible when considering the complete stress state. We suggest that further research on stress transmission in arable soil is needed.

5. Conclusions

This paper demonstrates that a comparison between the measured and simulated soil stress induced by agricultural machinery is not straightforward, because (i) measurements of stress in soil may be biased because transducers do not read true stresses (but the reliability of the stress transducers is normally not known), and (ii) the performance of simulations of soil stress is greatly affected by the magnitude and distribution of the applied stress (e.g. the tyre-soil contact stress), i.e. the upper stress boundary condition (which is typically unknown a priori).

For the five soils investigated here, we obtained an average “concentration factor” \( v \) of 3.5 (for stress propagating from the 0.1 to 0.7 m depths). It is interesting that this was very close to \( v = 3 \), which corresponds to the classical Boussinesq (1885) solution. That is, the measured stress transmission followed the stress decay pattern obtained from linear elasticity theory for the conditions investigated in this paper. This was the case even though the soils investigated did not behave in a fully elastic manner.

Finite element simulations indicated that for an elasto-plastic layered soil the transmission of vertical stresses is not appreciably different from that in a homogeneous isotropic linear-elastic soil unless large differences in soil stiffness between the layers are considered.

We noted that estimates of \( v \) were strongly dependent on the reliability of stress measurements, the accuracy of stress transducer depths, and the upper stress boundary condition used for simulations. Furthermore, the data structure of the measurements (e.g. measurements of vertical stress in one dimension vs. measurements of vertical stress in three dimensions) affects the estimate of \( v \).

Our results highlight the importance of accurate stress readings and realistic surface stress boundary conditions. Future research on stress transmission should include the complete stress state. A more complete knowledge of the mechanical properties of arable soil and their directional dependence is needed in order to advance our quantitative understanding of stress transmission.
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